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The data
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SHAPE POSE



The Model
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Shape linear coefficients

Vector β

multiplies the principal 
components of the learned 
shape parameters that 
modify the N vertices of the 
mesh

Pose vector

Vector θ

represents the 3D angles 
between the kinematic tree 
of the K=23 joints in the 
skeleton

Parameters of the model related 
to pose are trained first:

Parameters of the model related 
to shape are trained after:

Joint positions are defined as a function of the body shape:



SMPL

SMPL stands for Skinned Multi-Person Linear model.
It is a “statistical” body model, which means it is learned from data.
It captures 2 aspects of the human body:
1. Shape
2. Pose
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SHAPE

The shape of a male and female body is learned from 3D 
data in the CAESAR dataset

Shape is represented by a 3D mesh

POSE

The pose of a male and female body is learned from 3D data 
in the FAUST dataset

Pose is represented by a skeleton.



Example: Joint regression
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Example: Inference
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Start from a mesh template T and 
blend weights W
The weights represent how much 
vertices are affected by joint movement

Modify the template T using the shape 
vector and apply the joint regressor based 
on the shape vector.
The mesh and joints change with shape.

Add the pose vector and the pose 
blend shapes that will modify the mesh 
vertices based on the location of the 
joints

Apply Linear Blend 
Skinning with the new 
template, joints and 
weights.



SMPLify

The goal of SMPLify is to automatically estimate both 3D pose and 3D 
body shape from a single RGB image.
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Remember:

3D pose from 2D 
coordinates is an 
ambiguous ill-defined 
problem.

The missing depth 
information makes it 
difficult to place the 
joints in the 
perpendicular direction.



Ingredients

Input: RGB image (pixel coordinates and pixel values) 2D

Intermediate representations:
• Joint locations: 2D coordinates of 23 joints
• Body model: SMPL, it is just a function
• Capsules: each bone is replaced by a cylinder

Output: Posed body model (mesh vertices) 3D

Method: non-linear least-squares optimization using Powell’s dogleg
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Objective functions
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Joint-based error function: to minimize this term we require that the joint position in 3D is close to the estimated joint position in 
the image when projected to 2D with a perspective camera projection with parameters K.

Three pose priors that minimize the following: unnatural bending of knees and elbows, improbable poses, and interpenetration 
of capsules (avoid intersecting body parts)

A shape prior to keep the shape similar to the description given by the principal components used in the SMPL model



Example: comparison
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Input OutputOther approaches without body shape
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Models

● SMPL
○ Project website: https://smpl.is.tue.mpg.de/

● SMPLify
○ Project website: http://smplify.is.tue.mpg.de/

Datasets

● FAUST
○ Project website: http://faust.is.tue.mpg.de/

● CAESAR
○ Project website: http://store.sae.org/caesar/

My ongoing notes on Notion:
https://www.notion.so/erinaldi/Fundamentals-of-riggin
g-eb8acd313a444b6999ef1b0a7a13b892

https://smpl.is.tue.mpg.de/
http://smplify.is.tue.mpg.de/
http://faust.is.tue.mpg.de/
http://store.sae.org/caesar/
https://www.notion.so/erinaldi/Fundamentals-of-rigging-eb8acd313a444b6999ef1b0a7a13b892
https://www.notion.so/erinaldi/Fundamentals-of-rigging-eb8acd313a444b6999ef1b0a7a13b892


Future discussion

A few links for modern motion capture papers:
• DeepCap: DeepCap: Monocular Human Performance Capture Using Weak Supervision, CVPR 2020

• EventCap: EventCap: Monocular 3D Capture of High-Speed Human Motions using an Event Camera, CVPR 2020

• HandCap: Monocular Real-time Hand Shape and Motion Capture using Multi-modal Data, CVPR 2020

• StyleRig: http://gvv.mpi-inf.mpg.de/projects/StyleRig/

• XNect: XNect: Real-time Multi-Person 3D Motion Capture with a Single RGB Camera, SIGGRAPH 2020

• LiveCap: LiveCap: Real-time Human Performance Capture from Monocular Video, ToG 2019

• MonoPerfCap: MonoPerfCap: Human Performance Capture from Monocular Video, TOG 2018
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https://gvv.mpi-inf.mpg.de/projects/2020-cvpr-deepcap/
https://gvv.mpi-inf.mpg.de/projects/2020-cvpr-eventcap/
https://gvv.mpi-inf.mpg.de/projects/2020-cvpr-hands/
http://gvv.mpi-inf.mpg.de/projects/StyleRig/
http://gvv.mpi-inf.mpg.de/projects/XNect/
https://gvv.mpi-inf.mpg.de/projects/LiveCapV2/
http://gvv.mpi-inf.mpg.de/projects/wxu/MonoPerfCap/
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